
Modern technologies, especially information and communication (ICT)
technologies, are inhabiting all areas of life. They make it possible to
collect and manage vast amounts of data. They provide opportunities to
obtain and exchange data in a manner unlimited by time and space. The
development of global ICT networks has made it possible to transfer a
significant part of social activity to the virtual sphere (e.g., e-banking,
e-government, e commerce, online education, e-voting), making us
greatly dependent on technology for our everyday functioning. Changes
in the surrounding world determine social development, which is inex-
tricably linked to the development of science and technology.

Until recently, communication seemed to be the domain of
mankind. Although, in essence, the operation of a network is based on
the exchange of data within the network, in the public perception such
exchanges have not been treated as communications that, in particular,
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have consequences directly affecting humans—including legal conse-
quences. 

The emergence of smart devices communicating directly with each
other without human intervention as part of the Internet of Things
(IoT) has for the first time made society aware of the need to guaran-
tee control over the exchange of information and to guarantee individ-
ual rights in the digital world. Used in everyday life, smart devices can
make life easier, but they can also serve as devices that enable the vio-
lation of individual rights, including, above all, the right to privacy
(e.g., surveillance through smart devices). The operation of smart
devices is based on the processing (mainly collection and analysis) of
data acquired on a continuous basis, such as the habits of household
members (e.g., their daily schedule), their activities, favorite compa-
nies, TV series, books (e.g., by ordering eBooks), music, including
data that may relate to the recording of images or sound (e.g., alarm,
surveillance, etc.).1

The problem of the relationship between technical and social devel-
opment is nowadays the subject of interdisciplinary discussions, con-
ditioned by social transformations of a previously unknown scale.2 It
is an intrinsically diverse problem, both in the context of sociological
and legal analyses. The development of science and technology is rec-
ognized as an important factor in social change.3. 
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Technological revolutions have always had a significant impact on
social norms, making it necessary to adapt them to changing realities.
This is particularly true of legal regulations, which aim to stabilize the
social order. The task of legal norms is, on the one hand, to shape cer-
tain social behaviors by reinforcing desirable behaviors and eliminat-
ing undesirable ones and, on the other hand, to give impetus to change.
The primary function of the law, however, is to define and safeguard
values that should be protected in a special way. These unquestionably
include individual freedom and security. 

Contemporary discoveries of science and technology seem to be
creating new contexts for the relationship between man and the world
around him. Techne is not axiologically neutral. The universalization
of value relativism has a significant impact on social praxis. We are
becoming witnesses to the theoretical commodification of technology.
This peculiar ideological superstructure is becoming the breeding
ground for new social engineering. Claims that artificial intelligence
and technological consciousness will become facts in the near future,
thanks to thinking machines, are becoming commonplace. A kind of
semantic transformation of the social meanings given to technology is
evident in the process of the universalization of new values and the
replacement of social rules with their technological substrates. The
symbolic depriving of typically human values from human beings, the
deprivation of their individuality (character, personality, emotionality,
knowledge) and the enrichment of technology with subjective causal
powers seem to arouse less and less controversy. The legal, institu-
tional, and social contexts of these transformations do not only reflect
certain trends in contemporary social thought. They relate to the future
and the question of the position of human beings in a technologized
environment. The dispute over the primacy of specific values in high-
tech societies takes place in many fields. Modelling the future of
humanity through anti-human means can stir up unexpected “waves of
the future.” These problems deserve careful consideration and the
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identification of certain axiological contradictions on the grounds of
the letter of the law and the so-called social question.

Social contexts

Relational technologies are ubiquitous in everyday life.4 We see them in
social spaces, industries, and institutions. They blend perfectly into the
socio-cultural landscape. We live in an age of peaceful coexistence
between humans and machines, or more generally, technological cre-
ations. The contemporary forms and functions of technology are radi-
cally different from those known in the past.5 We recognize this as one
of the reasons for the need to redefine techne itself and analyze the
meanings given to it socially. The development of networked, or net-
working, technologies has changed the very way in which the relation-
ship between the individual and society is described.6 Indeed, the medi-
ating factor in this relationship becomes hyperconnected technology.7

We see hyperconnectivity as a global trend, both in the area of typ-
ically human activities and in the way new technical tools function.8
All objects that can or should communicate through a network will
sustain this form of relationality (person-to-person; person-to-
machine; person-to-machine; machine-to-machine; machine-to-
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4 Shurry Turkle, Reclaiming conversation: the power of talk in a digital age (New
York: Penguin Press, 2015).
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machine; machine-to-human and so on). The effect of this trend is the
increasing demand for new transmission bands and changes in the field
of communication due to the growing complexity, diversity, and wide-
spread integration of mobile devices using the web. The effect of the
universalization of the phenomenon of networking is the globally
increasing dependence of social systems on technical systems in the
field of digital interaction.9 Throughout the history of scientific and
technological civilization, humans have sought to maintain total con-
trol over techne and its creations. Human will and human activity have
been seen as the most essential elements in the process of defining the
goals of social development.10 Nowadays, we see increasingly bold
attempts to theoretically legitimize an extension of the notion of
“agency” that goes well beyond the domain of the biological human.11

Human intelligence is taking the form of a semantic vessel that we are
filling with new and surprising content. Hyperconnective technologies
affect intellectual and social processes.12 Cognition, human thinking,
collecting, processing and producing information, organizing, and
exercising control become functions of new technologies. Digital
devices also mediate the management processes of key business areas.
Technology has long since ceased to function as a classically con-
ceived prosthesis of the mind, becoming perfectly fused with the
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9 See Manuel Castells, The Rise of Network Society: The Information Age:
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human being as part of a somewhat artificially generated system.13 It
is difficult for us to deny the claim that “thinking technologies” affect
knowledge objectification processes globally.

The effects of techno-social transformation raise many questions,
for the dominant axiology is losing its humanistic orientation. The
social concepts of networkedness, of ethically oriented sustainable
development, of a legal system that protects individual freedom, are
anchored in the cultural context of countries that recognize democrat-
ic values. Considered as a source of networking, the Internet was ini-
tially defined as a tool for the dissemination of universal human val-
ues.14 The guiding principle behind its development was the “epidem-
ic of cooperation.” Technology was supposed to counteract social divi-
sions, class and status differences, unequal access to education, infor-
mation, knowledge, and the labor market. The democratic hopes asso-
ciated with the network transformation are not lost.15 However, we are
beginning to see the ambivalent effects of hyper-collectivization,
which touch the core of the recognized social order, that is, values. 

Classically understood values such as anonymity, freedom, autono-
my, and privacy are beginning to resemble the counter-values charac-
teristic of former subcultures opposed to the domination of the system
over the individual. The transformation of the axio-normative order
can be seen in the expansion of technological rules taking the forms of
traditionally understood values. Ubiquity, communicability, immedia-
cy, efficiency, potentiality, technologicality, accessibility, and visibili-
ty dominate the mainstream discourse. Technologies totalize social
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practices and affect processes of identity and subjectivity construc-
tion.16 New models of social relationality are generated through incom-
prehensible algorithms online.17 Averaged patterns of social behavior
are “produced” on a mass scale.18 The transformative potential of dig-
ital gadgets, artificial intelligence, robots and so on stems from the sys-
temic nature of technology. Classical divisions between the natural and
the artificial become obsolete in spaces dominated by “natural tech-
nologies.” Like socially created nature, technology becomes an indis-
pensable part of networked spaces. Algorithmic and generative tech-
niques for supporting and even generating diverse forms of human
activity face serious polemics. In the context of these discussions,
technology can be considered in terms of a carrier of ideologies defin-
ing handy sets of information, knowledge, and finally complex narra-
tives about the essence of social life and values. In our understanding
of ideology, we go beyond the sociological tradition here. We see it as
a set of beliefs, convictions, ideas, norms, and recommendations con-
cerning both the understanding of reality and its formation.19 Inter -
preted in this way, ideology is persuasive, utopian, taking the form of
a far-reaching and unfinished vision of reality. It is identical to the
views of the circles in which it is created and through which it is dis-
seminated. In this context, hyper-conventional techne thus becomes a
source of truth about the nature of social phenomena. Participants in
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the “project of society” seem to be increasingly asserting their inde-
pendence and agency, while on the other hand, many people are
unaware of the violations of their rights and security risks in a techni-
cized environment. Crossing the line between machine and subject will
lead to significant changes in the law. As a civilization, we seem to
expect this. We still have not crossed the boundary of technological
system autonomy. Should we therefore look anxiously to the next turn-
ing points in the development of artificial intelligence, hyperconduc-
tivity, intelligent machines, and social robots? The social belief in the
power of democratic institutions, of social responsibility as those that
will never allow a symbolic end to an anthropologically-oriented
future, is fading in theoretical discussions. Hyper-conservatism is,
after all, based on processes of information gathering about human
behavior, biocontrol, techno-surveillance, manipulation of social phe-
nomena, technical interference in the spiritual world, lack of anonymi-
ty, visibility, relationship marketing, algorithms and so on. The concept
of surveillance capitalism fits into this narrative. Shoshana Zuboff
characterizes the issues presented as follows: 

It appears that surveillance is not intended to undermine privacy rights,
but rather to redistribute them. Instead of many people having some pri-
vacy rights, we see them concentrated within the surveillance regime.
Surveillance capitalists have extensive privacy rights and therefore
many opportunities to hide secrets. They are increasingly being used to
deprive populations of the choice of secrets related to their lives. This
concentration of rights takes place in two ways. In the case of Google,
Facebook, and other examples of surveillance capitalism, many of their
rights appear to be acquired by taking away from others without asking
- following the Street View model. Surveillance capitalists have skilful-
ly exploited the lag in social evolution and are rapidly perfecting the
ability to research for profit, going beyond social understandings of the
ultimate laws of development and regulation they create. As a result,
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privacy rights, accumulated and asserted, are then invoked to legitimise
questionable surveillance operations.20

On the other hand, the idea of the ubiquity of new technologies and
their hyperconnected properties seems to be undermined and even triv-
ialized. The socio-legal perspective, however, allows us to see new
social phenomena emerging in the fields of techno-social transforma-
tion. We are talking about alternative network spaces (Internet
Shadow), digital gaps, new techno-social actors (avatars, cyborgs,
androids, hybrids and so on), networked fugitives, etc. All areas of
social activity that are “outside the pattern of openness” are among the
most interesting fields of these explorations. Are we really forced to
acknowledge that humans have long since been deprived of their
power over the contingencies on which they depend and have become
indecisive when confronted with advanced hyperconnected technolo-
gies? Are societies dependent on technological achievements still
capable of participating in the process of valuing technology by rely-
ing on the solid pillars of humanistic ethical foundations? This state of
peculiar interpretative limbo seems rather paradoxical, and the con-
cepts describing the effects of techno-social transformations contain a
number of contradictory meanings. In the context of these considera-
tions, can we put forward the thesis that law is a mirror reflecting the
technological complexity of our civilization? If we refer to the con-
cepts of social order, axionormative order, sustainability of social sys-
tems, and ethically oriented development, this theoretical path seems
the most natural, although often overlooked by sociologists.

867

20 Shoshanna Zuboff, The Age of Surveillance Capitalism. The Fight for a Human
Future at the New Frontier of Power (New York: Public Affairs (The Hatchett Group),
2019), 83.

Rethinking Technology in a Hyperconnected World...



Legal context

The spread of global ICT networks and the emergence of new channels
for exchanging information and the development of the information
society are defining a new reality, based on information and commu-
nication technologies. This term encompasses all technologies that
enable the processing and transmission of information. The conceptu-
al scope of ICT includes all communication media (Internet, wireless
networks, Bluetooth networks, fixed, mobile, satellite telephony, sound
and image communication technologies, radio, television, etc.) and
information storage media (memory sticks, hard disks, CD/DVD
disks, tapes, etc.) as well as information processing equipment (per-
sonal computers, servers, clusters, computer networks, etc.). In addi-
tion, ICT also encompasses a whole range of IT applications and com-
plex IT systems enabling the implementation of data processing and
transmission at a higher level of abstraction than the hardware level. 

ICT therefore provides a real possibility for everyone to contact
everyone—a kind of hyperconnectivity. This term, coined by Anabel
Quan-Haase and Barry Wellman, refers to the use of multiple means of
communication made available through ICT (e.g. email, instant mes-
saging, social media).21 In today’s world, hyperconnectivity is recog-
nized as a pervasive and growing market condition, underpinning the
business strategy of a growing number of companies.

The information society, that is, one in which information is the
basic commodity, requires the adaptation of legal norms and regula-
tions. The technical possibilities of communication and data transmis-
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sion have given rise to the need for legal regulation of the sphere to
which they relate, such as securing electronic trading, securing the
rights and defining the obligations of the parties to electronic transac-
tions, or securing and establishing the evidentiary value of digital doc-
uments.

The technological revolution has given man a powerful tool, pro-
viding access to information that is unlimited in time and space. The
transfer of human activity to the virtual sphere, combined with the rel-
atively low awareness of the risks associated with information pro-
cessing in ICT networks, has resulted in people disclosing information
about themselves, their views, interests and passions, property status,
etc., online, on a huge scale. And this makes network users vulnerable
to a degree also not seen before. Unfortunately, the information dis-
closed online often affects not only the person disclosing it, but also
other people connected to him or her in various ways (friends, acquain-
tances, and family members). Information is collected on a massive
scale by all network services, including web browsers, email services,
social media, and shopping sites, among others. 

At the same time, cyberspace provides a false sense of freedom,
which, combined with the belief that users are anonymous, can lead to
the infringement of the freedom of others. The non-infringement of an
individual’s freedom due to the actions of another should be guaran-
teed by law. John Stuart Mill emphasized that the only reason for the
legitimate use of power against an individual in a civilized society,
against that individual’s will, is to prevent harm to other people.22

Thomas Hobbes, on the other hand, considered man to be an egoist
whose only aim is his own good, and any thing that serves his ends is
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good - even if it is bad for another individual whose interests conflict
with his. It was from reason and fear of harm that Hobbes derived the
creation of the state.23 The state created the law, and the law defined
the limitations on freedom. The limitation on an individual’s freedom
imposed by law is determined by the measure of another’s freedom.

Individual freedom is therefore an overriding value, but it ends
where it infringes on the freedom of another. The role of the law is to
safeguard the rights and interests of the individual: it is therefore nec-
essary to define rules for the restriction of freedom. It becomes funda-
mental to balance the freedom of one and the security of another: an
old challenge in a new reality. Lawmaking in the age of the techno-
logical revolution only underlines the validity of the view of Leon
Petrażycki, who, in pointing out the necessity of creating a policy of
law, indicated that it cannot be a science detached from the findings of
other sciences. The need to guarantee the rights of the individual, in
particular freedom and the right to privacy, therefore arises.

By definition, the subject of the law can only be a person, natural
or legal. The basis of liability imposed by legal norms is the will of the
person, determining his or her action. Awareness of the unlawfulness
of an act or omission is a necessary characteristic of a breach of the
law. 

In the era of digital technologies and the hyperconnectivity they
provide, information society tools and services are becoming increas-
ingly refined and useful. The creation, testing, and implementation of
new algorithms, including above all artificial intelligence systems, is
costly, hence it is usually managed by rich corporations, not by states,
whose budgets are usually limited in various ways. States therefore
withdraw from many tasks. This is where soft law comes in, the result
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of the creation of new non-state regulations by corporations and inter-
national organizations. 

Law becomes “porous”—in the gaps extra-legal regulations of increas-
ing social importance are planted. States, privatising tasks, impercepti-
bly for citizens “blur their contours.” There is a dispersion of power, a
dispersion of supervision and control between public and private actors
in a way that makes the relations of power, subordination, and respon-
sibility increasingly opaque for the individual. This is a phenomenon
from the sphere of political and legal consciousness, with a direct
impact on the actions and decisions of individuals and legal entities, on
perceptions of the law and of the state’s power to act.24

The advent of artificial intelligence confronts the law with the dif-
ficult task of determining whether an algorithm can be a subject of law,
or whether an algorithm can acquire legal personality. 

In the case of artificial intelligence, it is difficult to speak of free
will, as its decisions are always derived from the algorithm that has
defined its way of learning and acting. So, who should be responsible
for any damage caused by the algorithm (e.g., an accident caused by
an autonomous car or damage caused by an autonomous decision-
making system)? The creator of the algorithm, the programmer, the
company producing and implementing the artificial intelligence sys-
tems, or the person who allowed the artificial intelligence to be used
autonomously? From a legal point of view, it is always a person, but
the answer to this question in the future may be different. Not neces-
sarily better, and certainly less safe and obvious. 
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24 Jolanta Jablońska-Bonca, “Problemy ze spójnością prawa i regulacjami
pozaprawnymi a siła sprawcza państwa – zarys tematu [Problems with legal coherence
and extra-legal regulation and state power—an overview of the topic],” Krytyka prawa,
no. 1 (2015): 159.

Rethinking Technology in a Hyperconnected World...



The essence of the law is, on the one hand, to ensure the rights of
the individual and, on the other hand, to guarantee the stable function-
ing of the social and economic order. The eminent legal theorist Leon
Petrażycki pointed to the motivational and educational impact of the
law. The motivational impact focuses on stimulating or inhibiting the
inclination towards certain actions or omissions. The educative impact
involves the development and consolidation of certain character
traits.25

Such functions of law can, not necessarily directly, be applied to
learning algorithms (AI). The relevant input data underpinning the
learning of an algorithm can quite effectively enforce certain algorith-
mic decisions. However, this does not change the fact that such con-
siderations only make sense if the algorithm does not contain any
errors or gaps. And this is not only no longer obvious, but also statis-
tically improbable.

Allowing artificial intelligence into legal decision-making, without
human oversight (e.g., automatic administrative decision-making, or
rulings in simpler court cases) could have far-reaching and unpre-
dictable consequences. 

The aforementioned Leon Petrażycki pointed out the relevance of
emotions in the discussion of law. Cognition, feeling and will, which,
according to the Kantian approach, determine types of mental phe-
nomena, are not, according to Petrażycki, sufficient to determine
human behavior. emotions are elementary experiences whose appear-
ance determines certain actions. emotions play a decisive role in eval-
uations, generating experiences leading to positive evaluations (apul-
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sions) or negative evaluations (repulsions). evaluations, therefore, are
intrinsic, but relativized to emotions.26

When assessing human behavior, especially that which is related to
violations of the law, it is almost impossible to separate human behav-
ior from the emotions that drive it. Often irrational and impossible to
comprehend behavior becomes understandable, although not always
explainable, when viewed through the prism of emotions.

Recognition of the influence of emotion on action or inaction is
therefore unavoidable, and thus making only algorithmically defined
decisions may not be correct because, all else being equal, given the
same input and boundary conditions, the emotional context may alter
the output. The ability to feel empathy, which is essential for reading
emotions, therefore seems to be necessary for the correct application of
the law. Of course, it is possible to try to program cognitive empathy
learning by an algorithm, like for people on the autism spectrum, but
the lack of an AI’s ability to feel emotions should preclude the ability to
make definitive decisions that produce legal consequences. Algorithmic
decisions in any situation should be subject to human judgment. 

Granting artificial intelligence decision-making power may nullify
the Aristotelian thesis that in democracies “where the law reigns, there
are no conditions for the demagogue to appear (...), but where laws do
not reign, there demagogues appear.”27 Algorithmicizing of the law,
without human oversight of its application, can lead to a situation
where the unemotional application of the law puts artificial intelli-
gence in the position of a demagogue.
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26 Leon Petrażycki, O pobudkach postępowania i o istocie moralności i prawa [On
the motives of conduct and the nature of morality and law] (Warsaw: K. Wojnar & Co.
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Historiae Scientiarum, vol. 17 (2018): 380–383.
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Conclusions

even the most well-thought-out strategy of influencing social systems
through regulation can be interrupted by an unexpected phenomenon,
such as the emergence of a technical innovation, an invention, a scien-
tific discovery or, finally, the social transformations we have invoked
in the discussion. The disintegration of long-lived structures, which we
see as the result of recognizing the social legitimacy of a hypercon-
nected world, can be a serious threat to the social order. As a civiliza-
tion, we are navigating a shared imagined technological future, yet our
contemporary legal orders are not developing in a parallel and com-
plementary way (e.g., the AI Act). The world’s legal systems do not
consider the same assumptions relating to the relationship between
technological and social development. We recognize the dissimilarity
of cultural, historical, political, and economic conditions for the spread
of hyper-technologies around the world, forgetting the importance of
philosophical underpinnings. The technical solutions we cite also have
strong normative foundations. We see hyper-connective technologies
as bonding tools. But can we conclude that they are equally democra-
tic?

Beyond the hype of interconnectivity, new digital gaps, fields of
social exclusion, and spaces “above the law” are being structured.
These phenomena resemble the process of the separation of philoso-
phy and science described by Thomas Aquinas. The recognition of the
human as an “ordinary” product of nature, treated on a par with com-
modified technology, will lead to social experiments on a previously
unknown scale. Hypercollectivization is arguably not a sustainable and
definitive direction for social development. However, we will not deny
that the invasion of networked technologies is having a contemporary
impact on the transformation of the axionormative order. Models of
social relationality are changing. The emergence of artificial sociality
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is under discussion. We would still like to see human rights as the most
important determinants of progress. The idea of a “perfect law” seems
increasingly illusory in such a rapidly and radically transforming envi-
ronment. On the other hand, however, we are seeing a very rapid
process of adapting law to techno-social change and redefining tech-
nology. The paradox, however, is that socio-legal studies will increas-
ingly encompass the reality “in-between” of total surveillance and
social dispersal of control. This area may appear “axiologically neu-
tral.” Beyond the hype, however, interconnectivity may lead us to a
point where we see real consequences and social problems that require
up-to-date philosophical reflection. For the tasks facing the law will
increasingly include attempts to answer the question of to what extent
technology and the mass dissemination of hyperconnectivity will serve
society and culture, or civilization more broadly, and to what extent it
will become a threat and a trap with no way out.28

Rethinking Technology in a Hyperconnected World: 
Beyond the Hype of Interconnectivity

SUMMARY
This paper focuses on the sociological and legal analysis of the effects of the
development of rapid technological advancements. The focus is on the need to
rethink new technologies and the process of hyperconnectivity. The theoretical
discussion is embedded in the framework of the chosen philosophical and
social approaches. It starts with the attempt to understand the essence of the
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28 See Étienne Gilson, Henry Gouhier, Mass Society and Its Culture, and Three
Essays concerning Etienne Gilson on Bergson, Christian Philosophy, and Art (eugene:
Wipf and Stock Publishers, 2023).

Rethinking Technology in a Hyperconnected World...



discussed changes and poses several questions to be answered. The authors
analyze several mediating notions such as social values, axionormative order,
legal regulations, the human position towards technological advancements, etc.
Further analysis leads to a discussion of the legal context of these problems.
The authors search for answers to many fundamental questions to open avenues
for building coherent legal pillars of social order based on human values. To
achieve these goals, they use a sociological and legal approach that is based
mainly on criticism of writing and the analytical and synthetic methods. 

Keywords: new technologies, social values, law regulations, axionormative
order
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